
@PWGTennant

@PWGTennant

TABLE 2 FALLACY
Or why interpretation needs more than transparency

Peter WG Tennant PhD
University Academic Fellow (University of Leeds)

Fellow (Alan Turing Institute)



@PWGTennant

THE RISE OF ALGORTHIMS

 Algorithms are increasingly used in our world for pattern recognition, profiling
& decision making

 Speech & language recognition

 Classifying & labelling images

 Screening job applicants

 Approving insurance & loans

 Diagnosing diseases

 Informing treatments

 Advertisements & offers

 What you see on social media

Cat
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PROBLEMS WITH ALGORITHMS

 They are fundamentally unsuited to individual-level 
predictions/decisions

 Wilkinson et al 2020 – Lancet Digital Health

“Although statistics—and hence machine learning—is excellent 
at helping us to understand and compare probabilities between 
groups, it is fundamentally unable to tell us what will happen 
to an individual. The power of statistics is precisely that it can 
describe and predict partly random events over large numbers 
of people.”
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PROBLEMS WITH ALGORITHMS

 They are (primarily) data-driven

 They are excellent at identifying and utilising patterns
and associations within data

 They have no understanding what these patterns and 
associations mean

 They are excellent at encoding – and magnifying –
prejudice and ‘bias’ within the data

 Many data-driven algorithms are hence morally and 
socially regressive 

 Many are: ‘weapons of math destruction’
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THE A-LEVEL RESULTS ALGORITHM

 Problems exemplified by Ofqual’s A-level results algorithm

 Output performance seemed reasonable, but failed at individual level

Pkj = (1-rj)Ckj + rj(Ckj + qkj - pkj)

 Exposed existing bias in society: 

 Students from less advantaged 
schools were systematically 
downgraded

 Much was written about this 
disastrous algorithm

 But – had exams gone ahead – the 
same disadvantage would have 
occurred!
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ALGORITHMIC JUSTICE

If desire equity and justice, then must:

 Design algorithms to:

 Incorporate agnostic / fair features

 Ignore/correct prejudiced / unfair 
features

 Scrutinize algorithms to: 

 Maximise fairness 

 Reduce unintended consequences
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 One way to enhance algorithmic justice would be to design more explainable 
&/or interpretable algorithms

 There is some debate over definitions, but:

 Broadly: An explainable / interpretable algorithm is one where the reasons for a 
decision can be queried and explained in a way that makes sense to humans. 

EXPLAINABILITY & INTERPRETABILITY

“The degree to which an observer can 
understand the cause of a decision” 

- Brian & Cotton, 2017

“(The) assignment of causal
responsibility”

- Joseph & Joseph, 1996

EXPLAINABILITY INTERPRETABILITY
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MORE EFFECTIVE ALGORITHMS

 Explainable and interpretable algorithms also promise greater reliability

 Together:

More 
Ethical

More 
Reliable

Greater 
Confidence

Greater 
Adoption

More 
Persuasive

Greater 
Trust

More 
Effective
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MORE TRANSPARENT ALGORITHMS

 Black-box algorithms are opaque models where it is not clear why decisions 
are being made

 These are not natively compatible with interpretability

 They may encode many prejudices 

 Their ‘features’ may not transport well

 There is hence a drive for more transparent algorithms

DATA DECISION
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MORE TRANSPARENT ALGORITHMS
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MORE TRANSPARENT ALGORITHMS

 Symbolic metamodeling is an approach to increasing transparency

 A ‘white-box model’ is produced to mimic the performance of a 
black-box algorithm

 Aside: Surely ‘transparent box’ would be better?!

 Transparency seems like an important step to interpretability

 Can extract features and relative importance towards decision?

Source: https://www.ftc.gov/news-events/blogs/business-blog/2020/04/using-artificial-intelligence-algorithms
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TRANSPARENCY ≠ INTERPRETABILITY

 Being able to identify and describe features does
not mean those features are interpretable!

Artist: Oleg Shuplyak
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TRANSPARENCY ≠ INTERPRETABILITY

 Being able to identify and describe features does
not mean those features are interpretable!

 In a data-driven prediction model, the features:

 Have no real-world meaning

 Represent an obscure combination of variables 
inside and outside the model! 

 Should not be ranked for relative importance

Artist: Oleg Shuplyak
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INTERPRETABILITY REQUIRES A CAUSAL MODEL

 Interpretability & explainability requires understanding causes and effects

 This cannot be determined from the data alone

 Requires understanding of the data generating mechanism: 

 Context

 Data lineage 

 Sampling and selection

 Meaning / relationship between variables X3

X5X4

X2

Y

X1
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 Knowledge of the data-generating mechanism has to be provided by external
theory and understanding; 

 I.e. a causal model!

 No software/algorithm can (currently) understand this

 Data-driven predictive models cannot be interpreted – however transparent

HOW THE ALGORITHM SEES IT HOW NATURE CREATED IT

INTERPRETABILITY REQUIRES A CAUSAL MODEL

X3 X5X4X2

Y

X1

X3

X5X4

X2

Y

X1
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PREDICTIVE MODEL CAUSAL MODEL

PREDICTIVE VS CAUSAL MODELLING

 Effect-focused Outcome-focused

The ____ of X2 on Y is…
‘total causal effect’
‘direct causal effect’

Xi is ____ Y
‘correlated with’
‘a predictor of’

‘associated with’

X3 X5X4X2

Y

X1

X3

X5X4

X2

Y

X1
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PREDICTIVE VS CAUSAL MODELLING

 Aim: 

 Maximise:

 Covariate selection focused on:

 Coefficients: 

 Automation:

 Aim:

 Maximise:

 Covariate selection focused on: 

 Coefficients:

 Automation:

PREDICTIVE MODEL CAUSAL MODEL

 Aim: Predict values of outcome

 Maximise: Variance ‘explained’ (R2)

 Covariate selection focused on: 

 Balancing precision & parsimony

 Availability of variables

 Maximising: Joint information

 Coefficients: Uninterpretable

 Automation: Favoured

 Aim: Estimate a causal effect

 Maximise: Accuracy of estimate

 Covariate selection focused on:

 External knowledge & judgement

 Role of variables

 Minimizing: confounding & selection bias

 Coefficients: Interpretable

 Automation: Not possible
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EXAMPLE 1 - TRANSPARENT BUT UNINTERPRETABLE

Source: https://www.telegraph.co.uk/global-
health/science-and-disease/bald-men-higher-risk-severe-
case-covid-19-research-finds/

Source: Goren et al 2020 - J Cosmet Dermatol
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EXAMPLE 1 - TRANSPARENT BUT UNINTERPRETABLE

 How important is baldness?

 It depends…

Baldness
Death from 
COVID-19

Older 
age

? CVD

Male
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OMITTED VARIABLE BIAS?

 How important is baldness?

 It depends…

Baldness
Death from 
COVID-19

? CVD

Male

Older age
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OMITTED VARIABLE BIAS?

Source: Williamson et al 2020 - Nature

 Age
 Sex
 BMI
 Smoking
 Ethnicity
 Area-level deprivation
 Blood pressure
 Hypertension
 Asthma
 Chronic heart disease
 Diabetes
 Cancer (blood)
 Cancer (non-blood)
 Kidney function
 Kidney dialysis
 Liver disease
 Stroke or dementia
 Oher neurological disease
 Organ transplant
 Asplenia
 Rheumatoid arthritis, lupus, or psoriasis
 Other immunosuppressive disease
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OMITTED VARIABLE BIAS?
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THE ESTIMAND INFORMS THE MODEL

 To estimate a causal effect, you must first ‘identify’ the causal effect estimand 
that your seek. The appropriate model is informed by that estimand!

E.g. The true difference in Y 
due to exposure

ESTIMAND ESTIMATOR ESTIMATE

E.g. Your regression model

E.g. the estimated difference 
in Y from model coefficient
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DIRECTED ACYCLIC GRAPHS

Directed Acyclic Graphs (DAGs) are nonparametric representations of the 
(hypothesised) causal relationships between variables

 Relationships between variables (‘nodes’) are represented by arrows (‘arcs’) 
creating paths between them

 Simple yet powerful way to encode external knowledge of the data generating 
mechanism

X3

X5X4

X2

Y

X1
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 To estimate the causal effect of X3 on Y (the ‘focal relationship’):

 We want all causal paths open

 And all confounded paths closed

ESTIMATING CAUSAL EFFECTS

X3

X5X4

X2

Y

X1
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 To estimate the causal effect of X3 on Y (the ‘focal relationship’):

 We want all causal paths open

 And all confounded paths closed

 This means conditioning on all confounders but no mediators

ESTIMATING CAUSAL EFFECTS

X3

X5X4

X2

Y

X1
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TABLE 2 FALLACY

Example: Total causal effect of X3 on Y:

 Model should include confounders (X1, X2) and competing exposures (X5)

X3

X5X4

X2

Y

X1

Y ~ X3 + X1 + X2 + X5
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TABLE 2 FALLACY

Example: Total causal effect of X3 on Y:

 Model should include confounders (X1, X2) and competing exposures (X5)

 Would be wrong to interpret coefficients for other covariates (X1, X2, X5), 
because they would require different adjustment sets!

X3

X5X4

X2

Y

X1

Y ~ X3 + X1 + X2 + X5

E.g coefficient on X1 is NOT
total causal effect of X1 on Y,  
due to conditioning on X3
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TABLE 2 FALLACY

 The tradition of including all ‘predictors’ of our outcome (Y) in a single model, 
and interpreting the coefficients (X1, X2, X3, X4 X5) as has been dubbed the 
‘Table 2 Fallacy’

Source: Westreich & Greenland 2013 - Am J Epidemiol
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TABLE 2 FALLACY

Source: Williamson et al 2020 - Nature TABLE 2 FALLACY
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TABLE 2 FALLACY
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COLLIDER BIAS

Smoking
Death from 
COVID-19

Diabetes
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COLLIDER BIAS

Smoking
Death from 
COVID-19

?

Diabetes
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COLLIDER BIAS

High BP
Death from 
COVID-19

Heart 
disease
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COLLIDER BIAS

High BP
Death from 
COVID-19

?

Heart 
disease
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INAPPROPRIATE INTERPRETATION

Source: Williamson et al 2020 - Nature
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PAVLOVIAN INFERENCE
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PAVLOVIAN INFERENCE
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TRANSPARENCY ≠ INTERPRETABILITY

 This example is from a completely transparent 
additive linear model

 But the same issues apply to all predictive models

 ‘Features’ are not what they appear to be!

 They are context-specific joint effects, determined 
by the of variables inside and outside the model! 

 This is one reason why data-driven algorithms are 
so sensitive to contextual changes and so 
vulnerable to adversarial manipulation

Artist: Oleg Shuplyak
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 Data-driven algorithms are excellent at identifying and utilizing patterns and 
associations within data 

 Excellent at encoding – and magnifying – unfair and prejudiced patterns

 Designing explainable and interpretable algorithms is one way to ensure more 
reliable, ethical, and transportable algorithms

 An interpretable algorithm is a transparent algorithm…

 …But a transparent algorithm is not necessarily interpretable

 True interpretability requires causal understanding

 Demonstrated by the Table 2 Fallacy

 Coefficients are transparent, but may be dangerously misleading

SUMMARY


